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Write an ode to the 
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style of Robert Burns

 
 
 
 
 



Write an ode to the 
chocolate haggis in the 
style of Robert Burns

Upon the brawny table laid,
A feast of oddity displayed.
A haggis made of cocoa sweet,
A daring twist, a tempting treat.
     



Write an ode to the 
chocolate haggis in the 
style of Robert Burns

Oh, chocolate haggis, rich and rare,
In Burns' land, a culinary dare.
No neeps or tatties by its side,
But cocoa beans in sweetness bide.
     



Write an ode to the 
chocolate haggis in the 
style of Robert Burns

With every bite, a rich surprise,
A Highland melody in cocoa guise.
No bagpipes play, no tartan's worn,
Yet chocolate haggis, a feast reborn.
     



Write an ode to the 
chocolate haggis in the 
style of Robert Burns

So here's to thee, this daring dish,
A modern twist, a chocolaty wish.

In Burns' spirit, let's all partake,
Of chocolate haggis, for Scotland's sake!



Plausible 
pastiche,

but no 
sense of 

right and 
wrong.



Plausible 
pastiche,

but no 
sense of 

right and 
wrong.



Artificial life



Talos

 Protector of Crete

Tip
If one example isn’t 
sufficient to help people 
understand the breadth 
of your idea, pick a 
couple of examples.



Silver Swan 

John Joseph Merlin 
and James Cox, 1773

Bowes Museum, 
Barnard Castle



Schachtürke

Wolfgang von Kempelen, 
1770

https://www.mturk.com 

Tip
If one example isn’t 
sufficient to help people 
understand the breadth 
of your idea, pick a 
couple of examples.



Frankenstein; or, 
The Modern 
Prometheus

Mary Shelley, 1818

https://gutenberg.org/ebooks/
42324 



Machine
intelligence



“Can 
machines
think?”



CC BY 2.5. Juan Alberto Sánchez Margallo



Artificial Intelligence is …
… embodying 
human behaviour.
Robotics / AGI

 … behaving in an 
“intelligent” way.

… reproducing 
human thought 
processes.
Cognitive science



Behaving intelligently …



Calculating

Almost since their inception, 
computers have been much 
better than us at calculation.



Reasoning

Computer algebra

Formalising “real” 
maths finally 
happening in 2020s

Symbolic versus
sub-symbolic



The expert

Expertise vs common sense. 



Hype and “AI Winters”

“The most notorious disappointments … have appeared in the area of 
machine translation, where enormous sums have been spent with very 
little useful result”   Lighthill report, 1973.

Fifteen years later, Expert Systems, and in particular the 5th 
Generation Project, did not deliver: too brittle, too hard to maintain, … 



Symbolic vs Sub-symbolic

Solve problems by manipulating a 
symbolic representation.

Rules express intelligence.

Offers explanations: a proof in 
maths, or a trace of how a 
solution is reached.

“GOFAI”



Symbolic vs Sub-symbolic

Solve problems by manipulating a 
symbolic representation.

Rules express intelligence.

Offers explanations: a proof in 
maths, or a trace of how a 
solution is reached.

“GOFAI”

Statistical methods: inferring 
parameters in complex models.

Intelligence grounded in training.

Mechanisms loosely based on 
neural behaviour.

Short on explanation: but so are 
we at this level.



Neural networks

Information flow left to right.

Linear combinations + trigger values

Learn from data set

Classification (e.g. vision) or
transduction (e.g. translation)



Vision 

Pattern recognition

Neural networks



Machine
intelligence



Playing 
games

https://deepmind.google
/technologies/alphago/

https://deepmind.google/technologies/alphago/
https://deepmind.google/technologies/alphago/


Transformers

Solving the problem of relevance or 
attention: using the wider context.

More efficient than previously … 
 … so can train on larger data set.

Generative Pre-trained Transformers 
such as Chat-GPT.

https://jalammar.github.io/visualizing-neural-machine-translation-mechanics-of-seq2seq-models-with-attention/



Language
Generation via 
LLMs

ChatGPT et al

Speech synthesis 
and recognition, 
handwriting 
recognition.
Routine technology

Translation

Getting there … 



What on earth to make of 
ChatGPT and AI?



By Jeremykemp at English Wikipedia, CC BY-SA 3.0, https://commons.wikimedia.org/w/index.php?curid=10547051







Here to stay



What can GPT-4 
actually do?

https://nicholas.carlini.com/
writing/llm-forecast 

https://www.ft.com/content
/72a27280-9aab-4ba1-86fb
-79428006432f 

https://nicholas.carlini.com/writing/llm-forecast
https://nicholas.carlini.com/writing/llm-forecast
https://www.ft.com/content/72a27280-9aab-4ba1-86fb-79428006432f
https://www.ft.com/content/72a27280-9aab-4ba1-86fb-79428006432f
https://www.ft.com/content/72a27280-9aab-4ba1-86fb-79428006432f


Hallucinations

Marketing

● Fake references
● Walking on water
● Simply incorrect
● …



When does it make sense to 
use AI?



Where is 
the human 

in the loop?



Speech recognition

Cost/benefit is good.

Simple to check and correct.







Coding and software 
engineering



https://github.com/features/copilot



https://github.com/features/copilot



https://github.com/features/copilot



https://github.com/features/copilot



?
https://github.com/features/copilot



Benchmarking coding LLMs

https://nicholas.carlin
i.com/writing/2024/m
y-benchmark-for-larg
e-language-models.ht
ml

  

https://nicholas.carlini.com/writing/2024/my-benchmark-for-large-language-models.html
https://nicholas.carlini.com/writing/2024/my-benchmark-for-large-language-models.html
https://nicholas.carlini.com/writing/2024/my-benchmark-for-large-language-models.html
https://nicholas.carlini.com/writing/2024/my-benchmark-for-large-language-models.html
https://nicholas.carlini.com/writing/2024/my-benchmark-for-large-language-models.html


SWE-bench
SWE-bench: Can Language Models Resolve Real-World GitHub Issues?
Carlos E. Jimenez et al https://arxiv.org/abs/2310.06770 

“an evaluation framework consisting of 2,294 problems drawn from real GitHub 
issues and corresponding PRs … Given a codebase and  … an issue … a language 
model is tasked with editing the codebase to address the issue.”

“state-of-the-art proprietary models and our fine-tuned model SWE-Llama can 
resolve only the simplest issues. The best-performing model, Claude 2, is able to 
solve a mere 1.96% of the issues. ”

  

https://arxiv.org/abs/2310.06770


AI in education

Problems for assessment

Talk don’t mark?

Exams?

Group work? 

Opportunities for learning

Faster feedback

Tailored learning

Chatbot companion?



Use or not?

Summarising

Speech recognition

Suggestions

 …

Complete artifacts:  projects, essays, …

Non-textual or implicit: which code libraries 
to use here?

Tacit knowledge

 …



AI in the world



Everyone’s talking about it …

… but … 

“Employees turning to GenAI on 
their own initiative …”

Too early to see how precisely it 
is going to make a fundamental 
difference.

 



How will AI help?

John Roberts, CEO of AO.com

“Routing of delivery vans”

“Sentiment analysis of reviews”

BBC Today programme 4-11-2024







Humans in 
the loop

Positive for users …

 … less so for those 
employed to train the 
LLMs away from 
objectionable, 
harmful or incorrect 
content.

  



Who controls the platforms?

Stolen Intellectual Property

Deepfakes: privacy and dignity

Vulnerability: AI is just another 
attack surface.

https://www.wired.com/story/a
i-has-a-hallucination-problem-t
hats-proving-tough-to-fix/ 

 

https://www.wired.com/story/ai-has-a-hallucination-problem-thats-proving-tough-to-fix/
https://www.wired.com/story/ai-has-a-hallucination-problem-thats-proving-tough-to-fix/
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UK policy outlook

Stolen Intellectual Property

Deepfakes: privacy and dignity

Vulnerability: AI is just another 
attack surface.

https://www.wired.com/story/a
i-has-a-hallucination-problem-t
hats-proving-tough-to-fix/ 
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UK policy outlook

Stolen Intellectual Property

Deepfakes: privacy and dignity

Vulnerability: AI is just another 
attack surface.

https://www.wired.com/story/a
i-has-a-hallucination-problem-t
hats-proving-tough-to-fix/ 

 

AI Safety Institute will 
turn into an arms-length 

government body.

2025 legislation will focus 
exclusively on ChatGPT- 

style “frontier” models.

CMA Digital Markets Unit

https://www.wired.com/story/ai-has-a-hallucination-problem-thats-proving-tough-to-fix/
https://www.wired.com/story/ai-has-a-hallucination-problem-thats-proving-tough-to-fix/
https://www.wired.com/story/ai-has-a-hallucination-problem-thats-proving-tough-to-fix/


Apocalypse or enshittification?




